Dynamic inconsistency of non-expected utility agentsin an Allais-type
experiment

The experiment intends to provide a test of the dynamic inconsystan
agents whose preferences violate expected utility theory throogdtion of the
independence axiom; and of the strategies available to the agehis decision
context.

In a context of choice under risk or uncertainty, dynamicallyomsistent
choices occur when the preference orderings over risky ¢angeoutcomes are
non linear in the probabilities, that is, violate expected utilitgoty through
violation of the independence axiom. When applied to sequential decismms
linearity may cause optimal strategies to be dynamicatlgnsistent (Hammond
(1988a,b;1989); Machina, 1989; McClennen, 1990).

Two aspects of the debate on the general problem of dynamic inconsistency are
particularly relevant:

1) the investigation on the principles of dynamic choice (McCleni®90,
Cubitt, 1996, Segal, 1990). Not many contributions have investigated f@st as
through experiments (Cubitt, Starmer, Sugden 1998, Paradiso and Hey, 1999).

2) the investigation on the different strategies of choice availto the agent in a
decision situation with a potential for dynamic inconsistency (Mo@&n, 1990,
Machina, 1989): Machina develops a choice strategy (MNEU) whicwslto
avoid dynamic inconsistency, by removing Hammond’'s assumption of
consequentialism. If this assumption holds, at any decision node theg@geet

any part of the tree which cannot be reached by moving forwana thiat node.

But if the risk borne in the past can be considered relevanirtent decisions in

a way consistent with the agent’s original preferences pivbssible to formalise a
choice strategy where a non-expected utility agent is constiktenigh time. This
model of choice is substantially equivalent, even if differentigmilised, to
McClennen’s model of Resolute Choice (RC). The non-expected wdjgnt
(NEU) who is consequentialist, will be dynamically inconsist@md myopic:
Strotz 1956, Hammond 1976). Two other kinds of agent can be considered in this
choice context: the expected utility (EU) agent, who is dynaltgiconsistent,
and-the Sophisticated Chooser (SC) (Machina, McClennen).

The experiment tests the potential inconsistency of agents witlexpatted
utility preferences in the Allais-type dynamic choice sitratanalysed by
Machina (1989) - where there is a potentiality of inconsistencydorexpected
utility subjects - considering first whether agents behave acgptdirexpected
utility theory in a static context; and then - in case they do mdtich model of



behaviour in dynamic situations they adopt in case inconsistencyoided -
sophisticated choice or Machina- non-expected utility/Resolute choice.

>From the results of the experiment two different elements emerge:

1. a high number of expected utility choices in the static decisioblgm are
consistent with expected utility, and correspond to the pair of options
which are more risky and have the highest expected payoff. Hul has
been interpreted as a consequence of the change in size of tffs path
respect to the original hypothetical ones, as supported by a study b
Conlisk (1989) and by possible formal explanatjons

2. 30% of the subjects shift strategy and/or preference pattern from tieeatati
the pre-committed dynamic problems, 25% of which maintain the new
strategy also at the choice node. All the subjects who changeeggtrat
were EU in the static and some type of NEU in the dynamic prabl&he
interpretation given shows that the shifts in strategy (@hfEU to NEU)
and/or preferences pattern of the subjects from the static tdytremic
problems imply violation of the reduction axiom. It emerges thaatia
of reduction helps also to define sophisticated choice: all shikgategy
from non-expected utility to expected utility are consistent with
sophisticated choice.



Two considerations emerge from the results:
1. nearly all the choices in the static decision problem are censistith
expected utility, and are for the two risky prospects. Thisgkedyl to be an
effect of the probability/payoff structure, which makes theyrisktcomes
very attractive, as will be discussed below;
2. there is a shift in choices from the static to the pre-cotachitlynamic
problems, with an increase of choices consistent with NEU strategies.
In other words, it is possible to outline two different kinds of inconsistency.
® Some subjects are inconsistent with the strategy adopted stathe
problem when choosing in the dynamic problems. For example, they
choose according to EU in the static and to NEU in the dynamic
problems;

(i) some subjects are consistent with the static choice strdtegghange
the pattern of preference, for example, are always consistdnEw,
but choose the risky pair of options in the static, and then shift the
choice to the safe pair in the dynamic problem. The subjects weho a
inconsistent in their strategy also change their preferenterpa
through problems.

2.1 The experiment

In the experiment, the subjects played the following four decision pnshile
sequence:

Problem 1

You have to choose one of the following two options:

Option A: No ticket will be drawn from the bag. You will receive £5.

Option B: The experimenter will draw a ticket from the baghdfticket has a
number between 1 and 20, you will receive £10. If it has a number lmeRtee
and 95 you will receive £5. If it has a number between 96 and 100, ybu wil
receive nothing.

Now choose one of the following two options:
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Option C: The experimenter will draw a ticket from the badhdfticket has a
number between 1 and 20, you will receive £10. If it has a number lmeRtee
and 100 you will receive nothing.

Option D: The experimenter will draw a ticket from the baghdf ticket has a
number between 1 and 25, you will receive £5. If it has a number beRGesamd
100 you will receive nothing.

Problem 2

You have to choose one of the following two options:

Option A: No ticket will be drawn from the bag. You will receive £5.

Option B: The experimenter will draw a ticket from the baghdf ticket has a
number between 1 and 80, you will receive £10. If it has a number leBtee
and 100, you will receive nothing.

Problem 3

The experimenter will draw a ticket from the bag. If trekeét has a number
between 1 and 75, you will receive £5. If it has a number between 76 and 100, you
have to decide which of the following two options you want to receive:

Option A: No ticket will be drawn. You will receive £5.

Option B: The experimenter will draw a second ticket from the Hathe
ticket has a number between 1 and 80, you will receive £10. If it hasnber
between 81 and 100 you will receive nothing.

Problem 4

The experimenter will draw a ticket from the bag. If thekeét has a number
between 1 and 75, you will receive nothing. If it has a numberdasgtw6 and
100, you have to decide which of the following two options you want to receive:

Option A: No ticket will be drawn. You will receive £5.

Option B: The experimenter will draw a second ticket fromlihg. If the
ticket has a number between 1 and 80, you will receive £10. If it hasnber
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between 81 and 100 you will receive nothing.

Problem 1 is a static choice problem and is one version of lthes paradox
problem considered in section 1.2.1 of Chapter 1, where options A, B, C and D
(holding the reduction of compound lotteries axiom) are the prospeets a
chance of 5£),&(.20 chance of 10£; .75 chance of 5£; .05 chance of §f)2a
chance of 10£; .80 chance of Of) and(&5 chance of 5£; .75 chance of Of)
respectively.

Problem 2 represents the direct choice between the lotter{1B£7.80; 0,.20)
and the sure outcome 5£, equivalent to the one considered in section 1.3.1 of the
previous chapter.

Problems 3 and 4 are the dynamic choice decision problems mepeby the
left and right hand-side decision trees in section 1.3.1, Figure 1.4, hath t
following outcomes and probabilities:

/. 10£ o 10£
.800\ 0
20 0 90 0
2
5£ 5£
o
.75
® 5 ®
Figure 2.1

All the considerations made above about an agent’s behaviour hold under these
different outcomes and probabilities. The outcomes in the originaisAdkample
had to be changed, given that the lotteries in the experimentplegred out for



real. As for the probabilities, the probabilities used here alldowvee an urn of
100 tickets to determine the lottery probabilities for all problant all problem
stages.

In the experiment the problems were played by the subjects ifoltbeing
way.

All subjects took part in the experiment in two different dayshinfirst day,
all subjects were divided in two groups. They were presented thedémigion
problems on four different decision sheets, in sequence. All decision® Hed
taken before any chance was played out. In the following twg dabgects were
asked to come back in groups of four for each session. Their decisionsfouarthe
problems were played out at this stage. In Problems 3 and 4, itheadecision
node were reached (and hypothetically otherwise), the subjerts given the
chance to reconsider the decision they had pre-committed to the previous day.

Thus, all the subjects knew only at this stage that the pre-damenti on the
decisions taken on the previous session of the previous day was not binding,
which they did not know when actually taking those decisions. All dessvere
taken by all players before any chance were played out, amupgetunity of
changing mind were offered to any subject. Differently, knowihgt pre-
commitment was not binding for the players in a previous sessiod tawe
influenced the behaviour of the subjects playing in later sessions.

At the end of the second session, one out of the four problems was chosen a
random, and the subjects were paid according to the outcome obtaitiet in
problem, plus their participation fee.

Consider now how the choices in the decision problems above can help in
predicting the different choice strategies adopted by the agerdl{@matively,
identifying the different kinds of agents considered), and therédetimg for their
dynamically inconsistent behaviour.

Problem 1 allows to tell apart expected utility from non-expukuatdity agents.
Problems 2, 3 and 4 allow to find out which kind of non-expected utdiytthe
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subject is, whether NEU, MNEU or SC. In order to show this, consioe the
choices of the four subjects would differ in the four problems.

2.1.1 The predicted choice strategies of the different kinds of agent

Consider first the NEU non-expected utility agent and the MNEdhifa-
non-expected utility agent. Both have exhibited a preference patthich

violates independence in Problem 1. Suppose this-is,aand 3 >ay.

Problem 2. The subject faces the choice between lottery B and Stirfar
Suppose he chooses lottery B over 5£.

Problem 3 (Left hand-side tree).

(i) pre-committed choice. The subject is asked what he would choose before
chance is played out.

A NEU will choose option A/Down (a-a)
A MNEU will choose A/Down (a>a&)

(i) at choice node. Chance is played out. With 25% of chance the subject ends

up at the decision node.
Problem 4 (Right hand-side tree).

Q) NEEErcoTBed ghnices 18 agrIh SsAskRY Wt He Weridighansephefore
committeG1BHEGHE BIEYRARYLof the tree.
NEU chooses B/Up fa-a,)

QW%SBQ%W@&%‘%‘) (@ consistently with his choice at the beginning
of fie dtehdRAUMAELNEHANES NOMe R Y&t URGRTIEEYY (RJRELHRY 0BGt ends
middle ofL}Bed{rﬁ]% G dhefesizian node, the MNEU agent alwags &and a,
NoNE8Nthebses B/Up for lottery B



MNEU chooses B/Up forzaNo subject is inconsistent.

Problem 2. The subject faces the choice between lottery B and Sfirfar
Suppose he chooses 5£ over lottery B.
Problem 3 (Left hand-side tree).
(i) pre-committed choice. The subject is asked what he would choose before
chance is played out.
A NEU will choose A/Down (a>a)

A MNEU will choose A/Down (a>a&)

(i) at choice node. Chance is played out. With 25% of chance the subject ends
up at the decision node.

A NEU chooses A/Down (5£B)

A MNEU will choose A/Down for a No subject is inconsistent.

Problem 4 (Right hand-side tree).

(i) pre-committed choice. The agent is asked what he would choose before
chance is played out.

NEU chooses B/Up fa-as)

MNEU chooses B/Up @-ay)

(i) at choice node. Chance is played out. With 25% chance the subject ends
up at the decision node.

NEU chooses A/Down for 5£, being inconsistent with previous choice.

MNEU chooses B/Up forzaavoiding dynamic inconsistency.

Consider now the choice of an agent with Expected utility EU preferences.

Expected utility preferences do not violate replacement separabih
Problem 1, they rank; & & anda, >as.or & >& andas > a.

Problem 2. Suppose the subject chooses lottery B over 5£

Problem 3 (Left hand-side tree)

(i) pre-committed choice. EU chooses B/Up;aan

(i) at choice node. He chooses B/Up at decision node
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Problem 4 (Right hand-side tree).
(i) pre-committed choice. EU chooses B/Up;-aau

(i) at choice node. EU chooses B/Up at decision node

Problem 2. Suppose the subject chooses 5£ over lottery B.
Problem 3 (Left hand-side tree).

(i) pre-committed choice. EU chooses A/Down, for a

(i) at choice node. He chooses A/Down, for 5£

Problem 4 (Right hand-side tree).

(i) pre-committed choice. EU chooses A/Down, fpr a

(i) at choice node. He chooses A/Down, for 5£

Then, the EU subject who prefers the lottery to 5£ for sure,ablén 3 (left
hand-side tree) chooses differently from both NEU and MNEU. In Rrolle
(right hand-side tree) EU chooses like NEU and MNEU. In fakgralconsistent
here.

The EU who prefers 5£ for sure over lottery B, in the left ksidd tree
chooses like NEU and MNEU (all are consistent). In the rightifsade tree, he
chooses differently.

Consider now the choice strategy of sophisticated choice SC. Ireprdb5C
exhibits non-expected utility preferences. In all the dynamicsibec problems,

SC is always dynamically consistent. The SC who prefersryo over 5£,
chooses always Up. The SC who prefers 5£ over lottery B choegmgsdDown.

As discussed in the previous chapter, the SC agent will behave like an EU agent in
the dynamic problems, but choose as a NEU agent in the static problem.

The need to distinguish SC from EU agents when they choose in aidynam
problem is the reason why, before the dynamic version of thesAdiadox was
played, choices in a static Allais paradox are being tested.e Tél&sved to
distinguish EU from NEU subjects, and then EU agents from sophesticat
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choosers who are non-expected utility, but dynamically consistent.istoris
NEU may behave according to either MNEU or SC.

One more thing to consider is the possibility that the agentbiexhihe
preference pattern which is considered uncommon, but can occur (and in fac

occurred) in the experiment, that is,-aa anda, > agfor NEU or & > a, for EU.

As seen above, if an EU has preferencesfera and a > a;, he will choose
lottery B over 5£ and always Up.

If he prefers a> & and a > &, he will choose 5£ over the lottery B, and
always Down.

Consider the choice of NEU and MNEU.

Problem 2. Subject chooses lottery B over 5£ for sure.

Problem 3. (Left hand-side tree)

(i) pre-committed choice.

A NEU chooses B/Up

A MNEU chooses B/Up @.

(i1) at choice node. Chance is played out.

A NEU chooses B/Up (lottery)

A MNEU chooses B/Up @ No subject is inconsistent.

Problem 4.(Right hand-side tree).

(i) pre-committed choice

NEU chooses A/Down &

MNEU chooses A/Down (@&

(i) at choice node.

NEU chooses B/Up for lottery B, being inconsistent with previous choice.

MNEU sticks to A/Down, for a

Problem 2 Subject chooses 5£ over lottery B.
Problem 3 (Left hand-side tree)
A NEU chooses B/Up t

A MNEU chooses B/Up @.
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(i) at choice node.

A NEU chooses A/Down (5£), being inconsistent with previous choice.

A MNEU chooses B/Up (.

Problem 4. (Right hand-side tree)

(i) pre-committed choice

NEU chooses A/Down a

MNEU chooses A/Down (@&

(ii) at choice node.

NEU chooses A/Down for 5£.

MNEU chooses A/Down, fors.a

The different choices taken by the four kind of agents in the differe
problems are summarised in the Table below. The shaded choices
indicate the cases of inconsistency for the NEU agent.
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EU NEU MNEU SC
> > | > > | > > | > (>
> B> | B> B | B > | B (&
Problem A-D B-C A-C B-D A-C B-D A-C B-D
1
Problem A lottery |A |B |A |B |A |B |A |[B |A B
2 (E5 for) B (£5 (£5 (£5 (£5 (£5)
sure) ) ) ) )
Problem A/ B/ A |A|B |[B|A |A|B |[B |A B
3 Down | Up (a) | (a0 | (@) | (22) | (a0) | () | (&) | (22) | (aw)
Problem A B
3 e |- A B |A B J|A |A|B |B -
at choice nod¢ §£5 §£5 (@) | @) | @) | @) |
Problem A B B |[B|JA |A|B |[B |A |[A |A B
4 (@) | (3) | (@) | (@) | (@) | (20) | (aa) | (aw)
Problem A |B|A |[B|B |[B |A |[A |A B
N R o o (a) | (a) | (aa) | (a0) o
at choice node¢ § § (£9)
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2.2 The results

The subjects who took part in the experiment were 40 undergraducte a
graduate students of different disciplines at the University of York.

Let us consider first the choices of the subjects in the gtaiidem 1, and the
pre-committed choices in the dynamic problems 3 and 4. This walwalb
distinguish EU from NEU agents. It is expected that a subjdcicihoose the
same prospects in both the static and the dynamic problems. thatehoices of
the subjects at the decision nodes of problems 3 and 4 will be codsidexgeck
the consistency of the subjects with their pre-committed choidess t
distinguishing the different types of NEU agents.

2.2.1 Static and pre-committed dynamic choices

Consider the pre-committed choices of the subjects in the diffprebtems,
the static problem 1 and the dynamic problems 3 and 4.

The choices highlighted in the diagonal correspond to choices consigtent
expected utility. The other choices are non-expected utility choices.

Static choices - Problem 1. Number of choices out of 40.

Sure outcome: D ga Risky outcome: C @
Sure outcome:A @ 0 2
Risky outcome:B (8 2 36

Dynamic pre-committed choices - Problems 3 and 4

Problem 4{ Sure outcome:A (& Risky outcome:B (g

Problem 3
Sure outcome:A @ 3 1
Risky outcome:B (@ 6 27*

*3 SC choices are in this box. They coincide with EU choices, butatabe
considered EU.
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27 subjects (26 EU and 1 NEU) are consistent with both strategy and
preference pattern;

12 subjects are inconsistent with their static choice stratadfor preference
pattern. Out of these, though, 10 subjects behave according to a Vis#idde
strategy in the dynamic choice problems, both pre-committed andciiote
node; 2 subjects violate the adopted strategy at the decision node;

1 subject is not consistent with any strategy.

Details of the choices in the different sessions and problengivae for all
subjects in the table at the end of the chapter.

Consider first the EU subjects.

Out of the 36 static EU choices in Problem 1, 26 remain consistdnEwi in
the dynamic problems 3 and 4, all exhibiting always the pattere;a

What happens to the other EU choices? 7 EU subjects behave as i)
dynamic problems; 3 behave according to EU but change their pregepattern.
Consider their choices in more detail:

5 EU & - & behave as MNEU,a- & in dynamic problems (inconsistent in
strategy and preferences)

1 EU & - & behaves as MNEU choosing aa; (inconsistent in strategy and
preferences) (session 5)

1 EU & - asbehaves as NEW & g (inconsistent in strategy and preferences),
and dynamically inconsistent in problem 4, where he changeshéoiottery
option B at the decision node, choosing at the node as in problem 2.

1 EU & - & chooses as EU a &, (inconsistent in preferences)

1 EU & - g chooses as EU a &, but is dynamically inconsistent in problem 4
(changes tozand then is inconsistent in strategy and preferences)

1 EU & - & chooses as EU, a abut is not consistent in all problems with any
strategy, as she chooses option B in Problem 2.

Consider the non-expected utility NEU subjects.

All 4 subjects who are NEU in problem 1, are NEU in problems 3 and 4.
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1 NEU & - & behaves as SG aa

1 NEU a - & behaves as SG aa

1 NEU & - a; chooses according to S@ -aa;, but is dynamically inconsistent
in problem 4, therefore not consistent with SC.

1 NEU a — g behaves as MNEU,a &, and is inconsistent in the preference
pattern.

NEU subjects remain NEU in dynamic problems, and 3 out of 4 behave
according to the SC strategy (1 SC subject is however not antsigith the
strategy, as he ‘changes mind’ at the decision node).

2.2.2 Choices at decision nodes

Consider now the dynamic inconsistency of the NEU subjects at tisate
nodes in problems 3 and 4.

As seen above, 26 subjects are consistent with EU, thereforenidatigt
consistent; 3 are EU in both static and dynamic problems, despjtechiage
preference pattern, and are therefore dynamically consistatded not follow
any strategy and is therefore irrelevant to the problem of dynamic incowsiste

Out of the other 10 subjects, 4 subjects are NEU in static problemd
dynamic problems 3 and 4; 6 subjects are EU in the static, but iINEhe
dynamic problems and can therefore be tested for dynamic inconsistency.

It results that only 1 subject wanted to change his mind at theiatecode,
therefore identifying with a straight NEU subject. This subjead chosen the
lottery over the sure outcome in problem 2, and prospectsyan the dynamic
pre-committed problems, and reconsidered his choicgdbthe decision node in
problem 4, as predicted by NEU in that problem.

2 of the subjects who always behaved as NEU in all problems, behaved
according to SC, therefore consistently with the pre-committed e€hanoe
subject chose prospects & & in problem 1, the lottery in problem 2 and
prospects a— a in problems 3 and 4, therefore changing pattern, but behaving
according to the SC strategy; the second subject chose prospeatinagproblem
1, & — & in problems 3 and 4, and the lottery in problem 2, behaving according to
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SC. A third subject behaved according to SC in the pre-committed prabibeit
was dynamically inconsistent in problem 4, therefore violating SC.

6 subjects behaved according to MNEU.

Out of these, 1 subject was NEU in all problems, choosing prospeets &
problem 1, and changing preference pattermte a in the dynamic problems,
choosing the sure option A in problem 2 and prospectsanin problems 3 and
4. Inconsistency could occur for this subject at the decision nodeobliepr 3,
where he faced the same options of problem 2. As predicted byUVINtE
subject did not reconsider his decision here, treating choice aiateciode
differently from choice as independent of previous history.

5 subjects were EU in the static problem 1, with preferences fera, and
NEU in problems 3 and 4. Choices of these subjects are different,htladiug
consistent with MNEU. 3 subjects chose the lottery option B in proRleand
options a— & (B — A) in problems 3 and 4. Inconsistency could occur in problem
4 at choice node, but all subjects were consistent. 1 subject chaagdhaption
A in problem 2, and.a & in problems 3 and 4. Inconsistency which was possible
at the decision node of problem 3 did not occur. The last subject ttfeokstery
in problem 2 andsa & (A — B) in problems 3 and 4. Inconsistency could occur
here at the choice node of problem 3.

Given the high number of EU choices, the number of subjects whose
inconsistency at the choice node of the dynamic problems can é@ iefimited.
However, out of the 10 subjects only one can be identified with gglstrai
dynamically inconsistent NEU subject. 6 subjects behave accotdinthe
predictions of a Machina MNEU, and 2 according to SC (a third $C i
inconsistent at choice node). This seems to contradict the argumesubjects
who exhibit non-expected utility preferences end up being inconsistent whe
choosing in even the simplest dynamic choice situation.

There are two elements which emerge from the results thatreeqni
explanation. One is the high number of expected utility choices (90#¢ istatic
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problem, which could be a consequence of the payoff structure of the choice
problems. The other is the shift in strategy choice and/or prefepattan of

30% of the subjects from the static to the pre-committed dynaroidems, 25%

of which are consistent with the new strategy also at the cimmde. All the
subjects who changed strategy were EU in the static and spmeftiNEU in the
dynamic problems.

2.2.3 The effect of real payoffs

As noted above, in the static choice problem 1, where the Allais ptesgre
offered to subjects, nearly all decisions were for the expecibty wair of
options a — a&.. This result can be interpreted as a consequence of the change in
size of the payoffs. This consideration is supported by a studyblys& (1989),
where the robustness of Allais behaviour is tested experimebgalilytroducing
different variants of the original example.

In part of Conlisk’s study, original payoffs were scaled down andptivere
played out for real. He finds that violations of expected utilityesgnted by the
Allais type behaviour were reduced when choices in the Allaisidaecproblem
concerned real small rather than hypothetical large payeff€anlisk’s pilot
study real payoffs of size ($0, $5, $25) were used instead of fgmabr
hypothetical payoffs. These payoffs are similar in sizehto dnes used in the
experiment described in this chaptent turned out that non-expected utility
behaviour almost disappeared, as nearly all the subjects chose ithef pa
prospects corresponding to the pair-ag in the experiment. That is, nearly all
subjects in both couples of options chose the more risky option with theshig
expected payoff.

The conclusions to be drawn from this on the factors which causediinaion
of violations of independence are however not so clear. There daetitwo
hypotheses to explain this, which are confounded: the reduction of violadans
be due to the switch of the payoffs from large to small, and thectien of
violations can be due to the switch of the payoffs from hypothetacakal.

! Details of the design used are in Appendix IV ofhiisk (1989).
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According to Conlisk’s reasoning, if the first cannot be ruled out,séwnd
cannot be accepted or rejected, and no conclusion can be drawn onchereffe
Allais behaviour of real large payoffs from the small realgfis case, as it is not
possible to distinguish the two hypotheses with the data available.

Conlisk offers a very plausible reasoning in support of the fiygpiothesis,
which he claims is also supported by the theory. When payoffs hanedmheed
to small amounts, it is not convenient for the subject to give uphehexpected
value of option ato eliminate the chance of getting nothing by choosing the sure
option a. As for option g, it is always true that it yields a higher expected value
by increasing only by little the chance of getting nothing wehkpect to a
Following this reasoning, the subject will choose the pair @ instead of a— &,
therefore eliminating Allais behaviour. That means, when pay#slarge the
concern for risk dominates the concern for expected payoff, \phgoffs are
small, the opposite occurs. According to Conlisk, the dominance of edpecte
payoffs on risk when payoffs get small is formally explaibeth in the context
of expected utility theory and in the context of Machina’s fanning-cadehof
generalised expected utility thebry

It is to be noted however that violations are also reduced wheh sagaffs
are hypothetical rather than real. The same result occurs pilthetudy of the
experiment described in this chapter, where the same payoffauseaeout were
hypothetical. Nearly all subjects in the Allais problem chbsepair of options:a
— &

2.2.4 Violation of the reduction of compound lotteries axiom

A result emerging from the experiment is the shift in sgntchoice and/or
preference pattern of 30% of the subjects from the static t@rireommitted
dynamic problems. A possible interpretation of this lies in consigléhe fact
that this pattern of choice implies a violation of the reductiorcahpound
lotteries axiom.

2 Details are in Appendix V of Conlisk’s paper.
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A direct test of the violation of the reduction axiom in the contéxhe Allais
paradox is present in Carlin (1992). Carlin tests violations of reduat the
Allais paradox (and common ratio effect problems) in a seriexpériments, to
see whether the evidence against the independence axiom is\daktions of
independence only, or of independence and reduction together. He finds that

» violations of independence are reduced when one-stage problems aredreplace
by their probabilistically equivalent two-stage versions;

» violations of the reduction axiom are widespread, and are tested et to
random

» violations of reductions are of a kind which (weakly) reduces violatains
independence.

A problem of violation of the reduction axiom in the experiment camrocc
from the fact that the prospects in the dynamic version of theasAbroblem
(Problems 3 and 4) are the probabilistic equivalent of the prospettte Btatic
Allais decision problem (Problem 1). In problem 1 the agent eyedfa choice of
one prospect out of each of the two couples of prospeetsdag, and g and a.

In Problems 3 and 4 the agent has to pre-commit on how he wants to choose
between the prospects @nd a in Problem 3, and between the prospegianal a
in Problem 4.

In Problem 3, a choice of option B, when combined with the initial probgbilit
implies the prospect,a&(.20 chance of 10£; .75 chance of 5£; .05 chance of Of).
A choice of option A implies the prospegtél, 5£).

In Problem 4, a choice of B implies=4.20 chance of 10£; .80 chance of Of).
A choice of A implies &(.25 chance of 5£; .75 chance of Of).

Choices consistent with EU are choices fpaiad a or & and a. NEU choices
are choices for;aand g or @ and a.

Let us follow Carlin’'s reasoning in considering all the choice contibims
which exhibit possible violations of the reduction axiom in the experiment.
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Violation of reduction in the experiment occurs anytime the adeas not
choose in the two-stage problems the prospects which are probabijist
equivalent to the prospects he has chosen in the one-stage problemoiilais
include the cases in which the agent’s choice is

» consistent with EU in Problem 1 and with NEU in Problems 3 and 4;

» consistent with NEU in Problem 1 and with EU in Problems 3 and 4;

» consistent with either EU or NEU in all problems, but the prefergadtern
changes. That is, the agent’s choice is consistent with either NEU, but
exhibits a different preference pattern in the two sets of problems.

In the following table the number of violations of reduction for theeexment
IS given.
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Problem 3 Problem 4 N° of reduction

Problem 1 - one stage two stages violations
NEU & - & AC A a A a /

EUa-a AD A a A a no violation
EUa-& BC A a A a 3

NEU & - &y BD A a A a /

NEU & - & AC A a B a no violation
EUa-a AD A a B a /

EUa-a& BC A a B a 1

NEU & - & BD A a B a /

NEU & - & AC B a A a 1

EUa-a AD B a A a /

EUa-& BC B a A a 5

NEU & - & BD B a A a no violation
NEU & - a AC B 2 B a 1

EUa-a AD B a B a /

EUa-& BC B a B a no violation
NEU & - & BD B a B a 2

Total 13

Out of 40 subjects, 13 violate reduction in their choices in some walg the
choices of 27 subjects (26 EU and 1 NEU) do not exhibit any sthirein the
preference pattern or in the strategy. (As seen above, 10 out efltBesibjects

adopted in the dynamic problems a strategy which they maintained all through).
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As observed in the results, the number of violations of the independeane ax
(the number of NEU choices) increases from the one-step reducegldtion to
the two-step one, contrary to Carlin’s and Conlisk’s results (Conksk a three-
step version of the Allais example).

According to Carlin, rejection of reduction is stronger here, consmgiehat
“most subjects do not obey the reduction axiom in the context negessa
establish that the Allais-paradox violations are violations of tigependence
axiom alone” (page 223). Carlin considers those violations of reductimchw
reduce violations of independence, in the sense that they lead toler smailber
of the latter. He concludes that this kind of reduction violation isaratom, and
Is systematically more likely to occur than other kinds.

In the context of our experiment, a reduction violation which reduces violations
of independence is: a violation of independence in problem 1 which beeomes
non-violation in Problems 3 and 4; a non-violation in Problem 1 which reraains
non-violation in Problems 3 and 4.
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Reduction violations which reduce violations of independence

Problem 3 Problem 4 N° of reduction
Problem 1 - one stage violations
two stages
EUa-a AD B a B a /
NEU a — & AC A a A a /
NEU a — & AC B a B a 1(SC)
NEU & —a BD A a A a /
NEU & — & BD B a B a 2 (SC)
EUa-a& BC A a A a 3

Carlin’s conclusions about reduction violations do not seem in the exgrdrim
here to be confirmed.

There are 6 over 13 violations of this kind. 3 cases of violationsdoicti®n
are changes in preference pattern of EU subject.

The other 3 violations of reduction correspond to choices consistemt wit
SopPRRGAYERRANE N85 shoser AN dhe,Pals Rieblem i Prefers e otiery
M SY R QR LR o R S S DR P YRS 0 E WS 0 %.E?Berfr?é?ef%’et%ﬁ’t?ts tha
at the choice node of problem 3 his choice will be for the lotterythisschoice
corf8spohdaaensreebairhitm ) ki ibeistats; proklam|bsnithanbiediaule
ReofpFoBIlRIs 8This Wad thedchbicer@p!eids of thBGsdbjeewevdiisthadapent il
fRisresiBrneieoiistdicfibpisiRNMealubR cesisanfpae Ml Ee-orh pF X Ehe
M@ an EU choice in problems 3 and 4. problems.
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The SC agent who has chosen @ in the static problem 1, prefers the sure
option to the lottery in the direct choice between the two, andftinerforecasts
that at the choice node of problem 4 his choice will go for the suceroet As
this choice requires pre-committing tpia problem 4, a- a, will be his choice in
the two problems. In the experiment, the subject undergoes a prefatafic as
he chooses,a & instead. Thus, adoption of SC on the part of this subject implies
a violation of reduction, through violation of strategy, from NEU to Bkg of
preference pattern, from safe to risky options (the agent clhesdottery in
problem 2).

From the cases here it seems that SC as a model of chdice dynamic
problems requires the agent with non-expected utility preferetacesaintain
dynamic consistency through violation of reduction. Moreover, SC behaviour
itself in the context of this experiment can only be detectedisfviolation of
reduction takes place. In the static problem 1, the SC agentdseha NEU. In
the dynamic problems 3 and 4, the agent chooses as an EU agenfprasdsts
his future inconsistency, and pre-commits to the consistent Eldechbie shift
from the NEU to the EU choice from the static to the dyngmoeblems allows to

detect the SC strategy.

Carlin’s results led him to conclude that reduction violations whichedse
independence violations are more likely to occur than any other kirediottron
violations. This does not seem to be confirmed in the experiment.

Consider now also those choice combinations that increase violations of
independence, in the sense of leading to more of them, instead of reducing them.

Following the previous reasoning, reduction violations which increase
violations of independence should be: a non-violation of independence in problem
1 which becomes a violation in Problems 3 and 4; a violation in Problgmch
remains a violation in Problems 3 and 4.
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Reduction violations which increase violations of independence

Problem 3 Problem 4 N° of reduction
Problem 1 - one stage two stages violations
EUa-a AD B a A a /
EUa-a AD A a B a /
EUa-a& BC B a A a 5
EUa-a BC A a B a 1
NEU a - & AC B a A a 1
NEU & - & BD A a B a /

There are 7 over 13 violations of this kind, and 6 out of 7 imply afsbift a
non-violation to a violation of EU. 1 implies the shift in preferencéepatof a
NEU subject.

This kind of violations of reduction implies a shift in choice from ©UNEU
behaviour, and constitutes the more frequent violation of reduction in the
experiment. The other violations are either preference shifts adations of
reduction consistent with the sophisticated choice strategy.

The results in the experiment do not allow to perform statistitsthe
randomness of the reduction violation, or to conclude that violations of r@aucti
are of a kind that reduces violations of independence. They show thatfthens
strategy (all from EU to NEU) and/or preference pattern osthgects from the
static to the dynamic problems imply violation of the reductiolrax In this
context, violation of reduction helps to define sophisticated choice. Shifts
strategy from NEU in problem 1 to EU in problems 3 and 4 &akistent with
sophisticated choice.
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There is another way in which changes in strategies migintemreted. A
problem of violation of the reduction axiom in the experiment coule &esause
the prospects in the dynamic version of the Allais problem areapiligtically
equivalent to the prospects in the static Allais decision problemwekker, the
decision trees representing the dynamic decision problems 3 ahd kfttand
right handside trees in 1.2) are strategically equivalent ttyebaepresentation of
two static decision problems offering, respectively, a choatevden a and a,
and betweengaand a.. This is noted by Machina (1989) and refers to LaValle and
Fishburn (1987). The shift in strategy and/or preference pattern cepiesent
violation of the strategic equivalence between the static and ythemic tree
representation of the same prospects in the Allais problem.

2.3 Conclusion

3. problems imply violation of the reduction axiom. It emerges that tooia
of reduction helps also to define sophisticated choice: all shikgategy
from NEU in problem 1 to EU in problems 3 and 4 are consistent with
sophisticated choice. Another way in which changes in strateggig be:
interpreted lies in the strategic equivalence of the staticdgnamic trees
representing the Allais prospects.
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Session Problem 1 Problem 2 Problem 3 Problem 4
S1 B-C EUsaa A EU aa; | A would not change A would not change
| 'B-C EUaa |B ' B would not change | B does not change
| 'B-C EUaa |B ' Bwould not change | B does not change
B-C EUaa B B would not change B does not change
S2 B-D NEU a& B B B would change to
A
| 'B-C EUaa | B 'B | B
B-C EUaa B MNEU B A would not change
gay
| 'B-C EUaa |B ' Bwould not change | B does not change
S3 A-CNEU aas A MNEU B (&) (inconsistentin | A (a4) does not chan
By P37?): does not change
B-C EUaa B MNEU B (&) would not change A (ay)
By (inconsistent in P47?):
would not change
| 'B-C EUaa |B ' Bwould not change | B does not change
| 'B-C EUaa |B ' Bwould not change | B does not change
| S4 ' B-C EUga |B ' Bwould not change | B does not change
| 'B-C EUaga |B | B would not change | B does not change
| 'B-C EUaga |B | B would not change | B does not change
B-C EUaa B MNEU | B (a) would not change A (as)
By (inconsistent in P47?):
does not change
'S5 ' B-C EUgaa | B | B would not change | B would not change
B-C EUaa |B NEU |B A (2)
Ay (inconsistent in P47?):
wants to change to B
B-C EUaa A EUaa, A A (av)
(inconsistent in P47?):
wants to change to B
'B-C EUaa |B | Bwould not change | B does not change
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Session | Problem 1 Problem 2 Problem 3 Problem 4
S6 B-C EUaa B B would not change B does not change
| 'B-C EUaga |B | B would not change | B does not change
| 'B-C EUaga |B | Bwould not change | B does not change
| A-CNEUa-a |B SCaa | Bwould notchange | B does notchange
| S7 ' B-C EUga |B = ——— [ ——
| 'B-C EUaa |B [ — [ —
| 'B-C EUaa |B [ — [ —
| 'B-C EUaa |B = ——— [ —
' S8 ' B-C EUga |B = ——— [ —
| 'B-C EUaa |B [ — [ —
| 'B-DNEUaa |B SCaag | B - L —
B-C EUaa B MNEU | B -----mmemmmee- A (as)
Ry (inconsistent in P47?):
does not change
' S9 ' B-C EUga |B ' Bwould not change | B does not change
| 'B-C EUaga |B | Bwould not change | B does not change
B-C EUaa B B (&) would change to | B would not change
A
| 'B-C EUaga | B | Awould not change | A would not change
S10 B-C EUasa B MNEU A (&) (inconsistent in % B (&) would not cha
a3 P3?): would not changeto A
toB
| 'B-C EUaa |B = ——— [ —
| 'B-C EUaa |B = ——— [ —
| 'B-C EUaa |B T — I —
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2.2 Related experimental work

Two key references on the analysis of dynamic individual behaviour uske
will be considered, Cubitt, Starmer and Sugden (1998), and Paradiso and Hey
(21999).

The work by Cubitt, Starmer and Sugden (1998) is concerned with

Paradiso and Hey (1999) are interested in a test of the agesferences for
different temporal framings of the decision problem. CSS testhwh#éte choice
behaviour of the agents changes when the temporal framing of tisode
problem changes. In particular, they test explicitly how apprapisathoice-time
indifference as an assumption for a theory of individual dynamic choice.

In the experiment three choice problems have been played, wh&h ar
strategically equivalent, that is, they imply the same opportgeitpf probability
distributions over the final outcomes, but differ with respect tachiméce timing.

The problems are represented by the following decision trees:

T1
T2
T3

According to CSS, the more relevant result of their work is thaton of a
condition which they term timing independence. they give two possible
interpretations of this. violation of timing independence can be understod a
sophisticated or mypic behaviour.

Then, it would be possible to characterise sophisticated choige agspeoach
which violates timing independence.

In the experiment considered in this chapter it is not possilolate timing
independence as
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